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Mechanical Fatigue
Domain background

Image: Microsoft Clippy

Low Temperature Isothermal Fatigue
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Thermomechanical fatigue (TMF) limits the 
lifetime of high temperature components:

Heat-up and cool-down cycles result in stresses in 
the material.

Stresses initiate TMF cracks that grow due to 
fatigue and creep damage mechanisms during 
service until they reach a technical critical length. 

Models are used for the prediction of the number 
of cycles to failure 𝑁𝑓 of components.
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Motivation
Domain background
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material tests with 
variation of 

simple features.
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𝐷TMF = 1.45
∆𝜎eff

2

𝐸𝜎𝐶𝑌
+

2.4

1 + 3𝑛′

Δ𝜎Δ𝜀𝑝

𝜎𝐶𝑌
𝐹creep

Damage parameter calculated from material 
properties and load characteristics:

𝑁𝑓 =
𝐴

𝐷TMF
𝐵

Correlation of damage parameter 
with number of cycles to failure 
with fitting parameters:

Damage portion due to fatigue:

𝐷fat =
1

𝐹creep
𝐵

DTMF
Material properties: E, SigmaCY, ROHardCy

Dfat

specimen made 
from nickelbase

superalloy MAR-M247

Expert model and features
Simple and expert features
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ML regression model with simple features and 
combined with expert features:

specimen made 
from nickelbase

superalloy MAR-M247

𝜎𝐶𝑌, 𝐸, 𝑛′, Δ𝜎, ∆𝜎eff, …, 𝐷fat, Δ𝜀
𝑝, 𝐷TMF

ML Regressor
(Random Forest, SVR, ...)

𝑙𝑜𝑔10(𝑁𝑓)

ML model and features
Simple and expert features



RMSL10E = ෍

𝑖

log10 𝑁f𝑖 − log10 ෡𝑁f𝑖
2

Error factor more important than absolute error 
value!
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Error Function

Model Evaluation

RMSL10E Simple 
Features

Simple + 
Expert 

Features

RandomForest 0.297 0.292

SVR 0.333 0.324

5-fold cross-validation results

Expert model based on material properties from a 
subset of the data reached a RMSL10E of 0.496.

185 isothermal and

117 thermomechanical experiments

Dataset
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XAI – Permutation Feature Importance (PFI)

A B C … N A B́ C … N

Model
Evaluation

Model
Evaluation

Shuffle „B“
Features

Permutated
Features

ErrorError

Error Delta

Feature not 
important for model

Model relies on 
feature

Targets

No change
Significant 
Deterioration

Randomly swap values of a 
feature and evaluate impact 

on model performance.
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PFI – Simple Features

DeltaPlStrain good indicator for 
isothermal experiments

StressMin
thermomechanical 

experiments

Direct relation to 
TempMax and TempMin Low importance for HoldTime

hints at bias in data
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PFI – Simple + Expert Features

DTMF replaces 
DeltaPlStrain

and StressMin

HoldTime even 
less important

DTMF and Dfat most 
important
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SHAP value (𝜙) measures 
contribution of feature to 
the deviation from the 
expected value (𝐸 𝑓 𝑥 )

Model Prediction as sum 
of expected and SHAP 
values:

𝑓 𝑥 = 𝐸 𝑓 𝑥 +෍

𝑖

𝜙𝑖

XAI – Shapley Additive Explanations (SHAP)
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SHAP SVR – Simple Features High impact of TempMax
on model prediction

Plausible 
relations

HoldTime has marginal 
influence on model prediction
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XAI able to discover multiple plausible relations of domain

Results indicate that certain features could be better represented by the expert model

However, not clear yet how

ML model more susceptible to biases in dataset compared to expert model

Different data required for calibrating expert models and for training ML models

Future Work
Boosting approach
Use ML model to correct the expert model („Where is the expert model wrong?“)
→ better suited to discover potential improvements

Conclusion & Future Work
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